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1
SOLID STATE DRIVE

This application claims the benefit of People’s Republic of
China Application Serial No. 201110369321.5, filed Nov. 18,
2011, the subject matter of which is incorporated herein by
reference.

FIELD OF THE INVENTION

The present invention relates to a storage device, and more
particularly to a solid state drive. The present invention also
relates to a method of managing a cache memory of the solid
state drive.

BACKGROUND OF THE INVENTION

As is well known, a solid state drive (SSD) is a data storage
device that uses a NAND-based flash memory to store data.
The NAND-based flash memory is a non-volatile memory.
After data are written to the flash memory, if no power is
supplied to the flash memory, the data are still retained in the
flash memory.

FIG. 1 is a schematic functional block diagram illustrating
a conventional solid state drive. As shown in FIG. 1, the solid
state drive 10 comprises a controlling unit 101, a cache
memory 107, and a flash memory 105. In the solid state drive
10, the controlling unit 101 is in communication with the flash
memory 105 and the cache memory 107 for controlling the
data accessing operations of the flash memory 105 and the
cache memory 107. In addition, the controlling unit 101 is in
communication with a host 12 through an external bus 20.
Consequently, commands and data can be exchanged
between the controlling unit 101 and the host 12. Generally,
the external bus 20 is a USB bus, an IEEE 1394 bus, a PCle
bus, an SATA bus, or the like.

Generally, the flash memory 105 comprises a plurality of
blocks. Each block comprises a plurality of pages (or sectors),
for example 128 pages. Each page is typically 8K bytes in
size. Due to the inherent properties of the flash memory 105,
at least one page is written at a time during the writing opera-
tion is performed, and the erasing operation is performed in a
block-wise fashion.

Generally, the cache memory 107 is a buffering unit for
temporarily storing the write data which is inputted through
the host 12 or storing the read data which is outputted from the
flash memory 105. In a case that no power is supplied to the
cache memory 107, the data in the cache memory 107 will be
deleted. The cache memory 107 is for example a static ran-
dom access memory (SRAM) or a dynamic random access
memory (DRAM). Since the cache memory 107 is acted as
the buffering unit for the flash memory 105, the controlling
unit 101 should efficiently manage the cache memory 107
while maintaining the data consistency between the cache
memory 107 and the flash memory 105.

Basically, the cache memory 107 comprises a plurality of
cache units. Each cache unit corresponds to an address. The
cache units are managed by the controlling unit 101 through
a cache link list.

FIG. 2 schematically illustrates a cache link list for the
cache units of the conventional solid state drive. As shown in
FIG. 2, each cache unit has a fixed address (A1~A8). The
storage capacity of the data in the cache unit is equal to the
size of one page for example. For each cache unit, the address
of'the previous cache unit, the address of the next cache unit,
the status of the cache unit itself and the logical allocation
address (LAA) of the flash memory 105 corresponding to the
cache unit are recorded in the cache link list. Moreover, the
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2

status of the cache unit may include a free status, a write
status, a read status, a need fill-up status, and a lock status.

Inacase that no data or an invalid data is stored in the cache
unit (e.g. the cache unit corresponding to address A8 or Al),
the cache unit is in the free status. Under this circumstance,
the cache unit can temporarily store the write data which is
inputted through the host 12 or store the read data which is
outputted from the flash memory 105.

In a case that the data of a complete page from the host 12
is temporarily stored in the cache unit (e.g. the cache unit
corresponding to address A3 or A7), the cache unit is in the
write status. Meanwhile, the data in these two cache units
have not been written into the flash memory 105. Whereas,
the data in these two cache units will be respectively written
into the logical allocation addresses P1 and P4 of the flash
memory 105.

In a case that the data of a partial page from the host 12 is
temporarily stored in the cache unit (e.g. the cache unit cor-
responding to address A4), the cache unit is in the need fill-up
status. Meanwhile, the data in the partial page has not been
written into the flash memory 105. Whereas, after the data in
the partial page has been processed, the data will be written
into the logical allocation address P3 of the flash memory
105.

In a case that the data from the flash memory 105 is tem-
porarily stored in the cache unit (e.g. the cache unit corre-
sponding to address A2 or A6), the cache unit is in the read
status. The read data have been transmitted from the logical
allocation addresses P2 and P5 of the flash memory 105 to the
cache units and the host 12.

In a case that the cache unit (e.g. the cache unit correspond-
ing to address A5) is being processed by the controlling unit
101, the cache unit is in the lock status. Meanwhile, the data
in the logical allocation address P6 of the flash memory 105 is
being processed. Consequently, the data fails to be read from
or written into this cache unit at this moment.

From the above discussions, in the conventional solid state
drive 10, the cache units of the cache memory 107 are man-
aged by the controlling unit 101 according to the cache link
list. That is, the conventional cache memory utilizes the single
cache link list to link all of cache units.

However, the way to use the single cache link list may
deteriorate the performance of the controlling unit 101. For
example, during a write back action is performed by the
controlling unit 101, the cache units in the write state will be
firstly searched, and then the data in these cache units are
written back to the flash memory according to the logical
allocation addresses (LA As). Since the cache units are man-
aged by the controlling units 101 according to the single
cache link list, the controlling unit 101 may only sequentially
search the write-status cache units starting from the first
cache unit. Under this circumstance, the performance of the
controlling unit 101 is largely impaired.

Similarly, in a case that controlling unit 101 wants to search
the cache units in another status, it is necessary to search these
cache units starting from the first cache unit. That is, the
performance of the controlling unit 101 and the solid state
drive 10 will be impaired.

SUMMARY OF THE INVENTION

The present invention provides a solid state drive and a
method of managing a cache memory of the solid state drive.
The cache units of the cache memory are divided into a
plurality of groups according to the operating statuses of the
cache units. Each group of cache units are managed according
to a cache link list. That is, the cache units of the cache
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memory are managed by the controlling unit according to
multiple cache link lists, so that the efficiency of the control-
ling unit is enhanced.

An embodiment of the present invention provides a solid
state drive. The solid state drive is in communication with a
host. The solid state drive includes a flash memory, a cache
memory, and a controlling unit. The flash memory includes a
plurality of blocks, wherein each of the blocks has a plurality
of pages. The cache memory includes a plurality of cache
units. A storage capacity of one or more cache units is equal
to a size of one page of the flash memory. The cache units are
allocated into a plurality of groups according to operating
statuses of respective cache units. A relationship between the
cache units of the first group is indicated by a first cache link
list. A relationship between the cache units of the second
group is indicated by a second cache link list. The controlling
unit is in communication with the host, the flash memory and
the cache memory. Under control of the controlling unit, a
write data from the host is temporarily stored in the cache
memory so as to be written into the flash memory, or a read
data from the flash memory is temporarily stored in the cache
memory so as to be provided to the host.

Numerous objects, features and advantages of the present
invention will be readily apparent upon a reading of the fol-
lowing detailed description of embodiments of the present
invention when taken in conjunction with the accompanying
drawings. However, the drawings employed herein are for the
purpose of descriptions and should not be regarded as limit-
ing.

BRIEF DESCRIPTION OF THE DRAWINGS

The above objects and advantages of the present invention
will become more readily apparent to those ordinarily skilled
in the art after reviewing the following detailed description
and accompanying drawings, in which:

FIG. 1 (prior art) is a schematic functional block diagram
illustrating a conventional solid state drive;

FIG. 2 (prior art) schematically illustrates a cache link list
for the cache units of the conventional solid state drive;

FIG. 3 schematically illustrates multiple cache link lists for
the cache memory of the solid state drive according to an
embodiment of the present invention; and

FIGS. 4A~4H schematically illustrate a method of manag-
ing the cache memory of the solid state drive according to an
embodiment of the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

As previously described, the use of a single cache link list
to control the cache memory may reduce the performance of
the controlling unit. In accordance with the present invention,
the cache units of the cache memory are divided into a plu-
rality of groups according to the operating statuses of the
cache units. Each group of cache units are managed by uti-
lizing a cache link list. That is, the cache units of the cache
memory are managed by the controlling unit according to
multiple cache link lists, so that the efficiency of the control-
ling unit is enhanced. For clarification and brevity, only the
status fields are shown in the following cache link lists and the
relationships between the cache units are indicated by arrows.
The configurations of the solid state drive are similar to those
of FIG. 1, and are not redundantly described herein.

FIG. 3 schematically illustrates multiple cache link lists for
the cache memory of the solid state drive according to an
embodiment of the present invention. In accordance with the
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present invention, the cache memory comprises a plurality of
cache units. The storage capacity of the data in one or more
cache units is equal to the size of one page of the flash
memory. According to the status fields, these cache units are
divided into several groups (e.g. five groups). According to
the properties of these groups, the cache units are controlled
by the controlling unit.

In this embodiment, the cache units in the free status (e.g.
the cache units corresponding to addresses A8 and Al) are
classified into the first group <I>. In addition, a first cache link
list indicates the relationship between the cache units of the
first group <I>. The cache units in the lock status (e.g. the
cache units corresponding to addresses A5 and A10) are clas-
sified into the second group <II>. In addition, a second cache
link list indicates the relationship between the cache units of
the second group <II>. The cache units in the write status (e.g.
the cache units corresponding to addresses A3 and A7) are
classified into the third group <III>. In addition, a third cache
link list indicates the relationship between the cache units of
the third group <III>. The cache units in the need fill-up status
(e.g. the cache units corresponding to addresses A4 and A9)
are classified into the fourth group <IV>. In addition, a fourth
cache link list indicates the relationship between the cache
units of the fourth group <IV>. The cache units in the read
status (e.g. the cache units corresponding to addresses A2 and
A6) are classified into the fifth group <V>. In addition, a fifth
cache link list indicates the relationship between the cache
units of the fifth group <V>.

As shown in FIG. 3, the five groups have a total of five
cache link lists. The cache units of each group have the same
status. As previously described in the prior art, the controlling
unit needs to search the cache units in the specified status
among all cache units according to the single cache link list.
Since the controlling unit no longer needs to search the cache
units in the specified status among all cache units of the solid
state drive according to the present invention, the perfor-
mance of the controlling unit will be effectively enhanced.

For well understanding the benefits of the present inven-
tion, a method of managing the cache memory will be illus-
trated in more details with reference to FIGS. 4A~4H and the
cache link lists of the five groups as shown in FIG. 3.

FIGS. 4A~4H schematically illustrate a method of manag-
ing the cache memory of the solid state drive according to an
embodiment of the present invention.

Firstly, according to the second cache link list of the second
group <II>, the cache units in the lock status (e.g. the cache
units corresponding to addresses AS and A10) are sequen-
tially processed by the controlling unit. The cache units cor-
responding to addresses AS and A10 are processed to be inthe
free status and added to the first cache link list of the first
group <[> (see FIG. 4A).

For allowing the solid state drive to receive the data of a
complete page from the host, the controlling unit may select
a cache unit in the free status (e.g. the cache unit correspond-
ing to address A8) from the first cache link list of the first
group <I>in order to store the data of the complete page from
the host, and the operating status of this cache unit is switched
to the write status. Then, the cache unit corresponding to
address A8 and in the write status is allocated into the third
cache link list of the third group <III> (see FIG. 4B).

In a case that the host wants to modify the data of a partial
page of the flash memory, the controlling unit will select a
cache unit in the free status (e.g. the cache unit corresponding
to address A1) from the first cache link list of the first group
<I>in order to store the data of the partial page from the host,
and the operating status of this cache unit is switched to the
need fill-up status. Then, the cache unit corresponding to



US 9,092,344 B2

5

address Al and in the need fill-up status is allocated into the
fourth cache link list of the fourth group <IV> (see FIG. 4C).

In a case that the host wants to read the data of a page from
the flash memory, the controlling unit will select a cache unit
in the free status (e.g. the cache unit corresponding to address
AS5) from the first cache link list of the first group <I>in order
to store the data of the page from the flash memory, and the
operating status of this cache unit is switched to the read
status. Then, the cache unit corresponding to address A5 and
in the read status is allocated into the fifth cache link list of the
fifth group <V> (see FIG. 4D).

Once the number of cache units of the first group <[> in the
free status is lower than a threshold value, the control unit will
switch the statuses of some of the cache units of the third
group <III> or the fifth group <V> (e.g. the cache units
corresponding to addresses A3 and A2) into the lock status.
Then, the cache units corresponding to addresses A3 and A2
and in the lock status are moved to the second group <II>, and
the second cache link list of the second group <II> is updated
(see FIG. 4E).

Next, according to the second cache link list of the second
group <II>, the cache units in the lock status (e.g. the cache
units corresponding to addresses A3 and A2) are sequentially
processed by the controlling unit. For example, the data in the
cache unit corresponding to address A3 is written back to the
flash memory, and the data in the cache unit corresponding to
address A2 is deleted. The cache units corresponding to
addresses A3 and A2 are processed to be in the free status and
added to the first cache link list of the first group <I> (see FIG.
4F).

Since each cache unit of the fourth group <IV> is in the
need fill-up status, the cache unit of the fourth group <IV>
only stores a part of the refreshed data rather than the data of
a complete page. In other words, the data in the cache unit of
the fourth group <IV> fails to be written back to the flash
memory. The cache unit of the fourth group <IV> needs to
read the unrefreshed data from the flash memory. The unre-
freshed data from the flash memory and the part of the
refreshed data are combined into the data of a complete page,
which is then written back to the flash memory.

For example, the operating status of a cache unit of the
fourth group <IV> (e.g. the cache unit corresponding to
address A4) may be switched to the lock status by the con-
trolling unit. Then, the cache unit corresponding to address
A4 and in the lock status is moved to the second group <II>,
and the second cache link list of the second group <II> is
updated. Then, the unrefreshed data in the corresponding
page of the flash memory is read by the controlling unit and
stored in the cache unit corresponding to address A4. Conse-
quently, the data of a complete page is stored in the cache unit
corresponding to address A4 (see FIG. 4G).

Since the cache unit corresponding to address A4 of the
second group <II>has stored the data of a complete page, the
operating status is switched into the write status. Then, the
cache unit corresponding to address A4 and in the write status
is allocated into the third cache link list of the third group
<III> (see FIG. 4H).

The method of managing the cache memory as shown in
FIGS. 4A~4H is presented herein for purpose of illustration
and description only. It is noted that numerous modifications
and alterations may be made while retaining the teachings of
the invention. For example, since the cache units in the free
status and the cache units in the read status have no influence
on the data consistency of the flash memory, the cache units in
the free status and the cache units in the read status may be
classified into the same group. Under this circumstance, the
performance of the controlling unit is not adversely affected.
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Moreover, the sequence through the first group to the fifth
group and the sequence through the first cache link list to the
fifth cache link list are not restricted. That is, the serial num-
bers of these groups and these cache link lists are used to
distinguish different groups and different cache link lists.

From the above description, the present invention provides
a solid state drive and a method of managing a cache memory
of'the solid state drive. In accordance with the present inven-
tion, the cache units of the cache memory are divided into a
plurality of groups according to the operating statuses of the
cache units. Each group of cache units are managed by uti-
lizing a cache link list. That is, the cache units of the cache
memory are managed by the controlling unit according to
multiple cache link lists. In comparison with the prior art
technology of using a single cache link list to control the
cache memory, the efficiency of the controlling unit is largely
enhanced according to the present invention.

While the invention has been described in terms of what is
presently considered to be the most practical and preferred
embodiments, it is to be understood that the invention needs
not be limited to the disclosed embodiment. On the contrary,
it is intended to cover various modifications and similar
arrangements included within the spirit and scope of the
appended claims which are to be accorded with the broadest
interpretation so as to encompass all such modifications and
similar structures.

What is claimed is:

1. A solid state drive in communication with a host, the
solid state drive comprising:

a flash memory comprising a plurality of blocks for storing

data, wherein each of the blocks has a plurality of pages;

a cache memory comprising a plurality of cache units for

temporarily storing data from the host or the flash
memory, wherein a storage capacity of one or more
cache units is equal to a size of one page of the flash
memory, and the cache units are allocated into a plurality
of groups according to operating statuses of respective
cache units, wherein a relationship between the cache
units of the first group is indicated by a first cache link
list, and a relationship between the cache units of the
second group is indicated by a second cache link list; and

a controlling unit in communication with the host, the flash

memory and the cache memory, wherein under control
of the controlling unit, a write data from the host is
temporarily stored in the cache memory so as to be
written into the flash memory, or a read data from the
flash memory is temporarily stored in the cache memory
so as to be provided to the host.

2. The solid state drive as claimed in claim 1, wherein the
cache units of the first group are in a free status, and the cache
units of the second group are in a write status, wherein when
a data of a complete page is generated by the host, the con-
trolling unit selects a first cache unit from the first cache link
list of the first group to store the data of the complete page,
and the controlling unit switches the operating status of the
first cache unit into the write status and allocates the first
cache unit into the second cache link list of the second group.

3. The solid state drive as claimed in claim 2, wherein the
plurality of groups further comprises a third group, the cache
units of the third group are in a need fill-up status, and a
relationship between the cache units of the third group is
indicated by a third cache link list, wherein when a data of a
partial page is generated by the host, the controlling unit
selects a second cache unit from the first cache link list of the
first group to store the data of the partial page, and the con-
trolling unit switches the operating status of the second cache
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unit into the need fill-up status and allocates the second cache
unit into the third cache link list of the third group.

4. The solid state drive as claimed in claim 3, wherein the
plurality of groups further comprises a fourth group, the
cache units of the fourth group are in a lock status, and a
relationship between the cache units of the fourth group is
indicated by a fourth cache link list, wherein for writing a data
of'the second group back to the flash memory, the controlling
unit selects a third cache unit from the second cache link list
of the second group, and the controlling unit switches the
operating status of the third cache unit into the lock status and
allocates the third cache unit into the fourth cache link list of
the fourth group.

5. The solid state drive as claimed in claim 4, wherein after
the data of the third cache unit of the fourth group has been
written back to the flash memory, the controlling unit
switches the operating status of the third cache unit into the
free status and allocates the third cache unit into the first cache
link list of the first group.

10

15

8

6. The solid state drive as claimed in claim 4, wherein the
controlling unit further selects a fourth cache unit from the
third cache link list of the third group, and the controlling unit
switches the operating status of the fourth cache unit into the
lock status and adds the fourth cache unit into the fourth cache
link list of the fourth group, wherein after a data of a complete
page has been stored in the fourth cache unit, the controlling
unit switches the operating status of the fourth cache unit into
the write status and allocate the fourth cache unit into the
second cache link list of the second group.

7. The solid state drive as claimed in claim 1, wherein the
cache units of the first group are in a free status, and the cache
units of the second group are in a read status, wherein for
transmitting the read data from the flash memory to the host,
the controlling unit selects a first cache unit from the first
cache link list of the first group to store the read data, and the
controlling unit switches the operating status of the first cache
unit into the read status and allocates the first cache unit into
the second cache link list of the second group.
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